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Amazon.com, 2017



Over 300 million active 
customer accounts 
worldwide.

More than 2 million 
active seller accounts.

Over a million active 
AWS accounts.





Today, machine learning is 
creating a paradigm shift.

“It is a golden age. Machine learning and AI is a 
horizontal enabling layer. It will empower and 

improve every business, every government 
organization, every philanthropy.”

Jeff Bezos in Geekwire (May 6, 2017)
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Thousands of employees across the company focused on machine learning & AI
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Recommendations
& Search



Understanding
Fashion & Style





Shallow Latent
Variable Models

(Archambeau and Bach, NIPS 2008)



Machine Translated Detail Pages



Neural Machine Translation (NMT) with Sockeye

• Open-sourced toolkit for sequence-to-
sequence modeling in MXNet

• Implements encoder-decoder models with 
attention (Bahdanau, et al., 2014)

• Supports different attention models
(Luong, et al., 2015)

• Applicable to Named Entity Recognition, 
Semantic Parsing, …

(Image credit: Washington Department of Fish & Wildlife.)

github.com/awslabs/sockeye



Language model without Markov assumption:

Embedding layer:
𝒚" = 𝑾𝐸𝑣"

Recurrent hidden layer (e.g., RNN, LSTM, GRU):

𝒔" = tanh 𝑼𝒔"-. +𝑾𝒚"
Output layer:

P house	
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Recurrent Neural Network Language Model
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Language model conditioned
on the source sentence:

𝑃 𝒗|𝒙 =;𝑃(𝑣"|𝒗.:"-., 𝒙)
@

"A.

Encoded source sentence
initializes decoder RNN:

𝒔8 = 	
  tanh 𝑾𝐼𝒉𝑚 + 𝒃𝐼

Sequence-to-Sequence Model (Sutskever, et al., 2014)
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Decoder consumes an attention vector:

𝒔" = tanh 𝑼𝒔"-. +𝑾[𝒚", 𝒔Q"-. ]

The attention vector consumes a context 
vector:

𝒔Q" = tanh(𝑾S[𝒔", 𝒄"])

The context vector is a linear combination 
source states:

𝒄" = 	
  ∑ 𝛼"WX
WA. 𝒉W	
  

where 𝛼"W = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠𝑐𝑜𝑟𝑒(𝒔", 𝒉W)).

Sequence Decoding with Attention (Bahdanau et al., 2014) 
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Attention Models in Sockeye

Name Available in Sockeye
mlp (Bahdanau, et al., 2014) ✓

concat (Luong, et al., 2015)

dot (Luong, et al., 2015) ✓

location (Luong, et al., 2015) ✓

bilinear (Luong, et al., 2015) ✓

coverage (Tu, et al., 2015) ✓v>
a tanh(Wu s+Wv h+Wc C)
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Demand Forecasting

Scale 20M+ products fulfilled by 
Amazon alone!
Sparsity Many product sell very 
infrequently
Regionalised 100+ FCs 
worldwide
New products No past demand



Seasonality and External Events

Training Range
Non-fashion items have 
long(er) training ranges.

Seasonality
This item has Christmas seasonality 

with higher growth over time.

Missing Features/Inputs
Unexplained spikes

in the demand.



We produce probabilistic forecasts

(Seeger, et al.: Bayesian Intermittent Demand Forecasting for Large Inventories. NIPS 2016.)



Deep Autoregressive Recurrent Networks

(Salinas, et al.: DeepAR: Probabilistic Forecasting with Autoregressive Recurrent Networks. arXiv:1704.04110, 2017.)



28Amazon Confidential

Same day and early morning
home delivery of grocery



Defect Detection is a Challenging Task

OK Some
Damage

Serious 
Damage

Decay





Artificial Intelligence at Amazon
Thousands of employees across the company focused on machine learning & AI

Discovery &
Search

Fulfilment &
Logistics

Bring Machine
Learning to All

Enhance &
Create Products



Amazon AI

Polly
Text-to-Speech

Apache MXNet
Deep learning engine

Rekognition
Image Analysis

Lex
ASR & NLU

Amazon ML
ML Applications

Apache MXNet is the deep learning framework
of choice for Amazon



Why MXNet?

Flexible programing model:
• Symbolic API
• Imperative API

Bindings for Python, C++, Scala, R, Julia, 
Perl.

Portable: GPU and CPU

Open source project.

Google Inception v3 (image recognition)



Amazon Polly

Converts text
to life-like 

speech

47 voices 24 languages Low latency,
real time

Powers
Alexa



“Today in Seattle, WA, it’s 11°F”

“We live for the music live from the Madison Square Garden.”

1. Automatic, Accurate Text Processing

A Focus On Voice Quality & Pronunciation



A Focus On Voice Quality & Pronunciation

2. Intelligible and Easy to Understand

1. Automatic, Accurate Text Processing



2. Intelligible and Easy to Understand

3. Add Semantic Meaning to Text

“Richard’s number is 2122341237“

“Richard’s number is 2122341237“
Telephone Number

A Focus On Voice Quality & Pronunciation

1. Automatic, Accurate Text Processing



2. Intelligible and Easy to Understand

3. Add Semantic Meaning to Text

4. Customized Pronunciation

“My daughter’s name is Kaja.”

“My daughter’s name is Kaja.”

A Focus On Voice Quality & Pronunciation

1. Automatic, Accurate Text Processing



• Focus on the problem at hand!
• Abstract away learning algorithms
• Abstract away feature engineering

Requires to automate hyperparameter tuning!

Democratising Machine Learning 



(Figure by Bergstra and Bengio, JMLR 2012)



Can we do
better?

(Banksy, London)



Bayesian
Optimisation



Revisiting
Sentiment Analysis



(Yogomata and Smith: Bayesian optimization of text representations. arXiv:1503.00693, 2015.)



LeNet5

• Evaluating a neural networks takes time
• Search space is large:

• Architecture: #layers, #units per layer, activation function
• Model complexity: regularization, drop-out, …
• Optimisation parameters: learning rate, momentum, …



(Jenatton, et al.: Bayesian 
Optimization with Tree-
structured dependencies. 
ICML 2017.)



Machine learning & AI are
transformational.

Machine learning & AI are
ubiquitous.

The tools for building intelligent 
applications are maturing at a rapid pace.

Take away



cedrica@amazon.com

aws.amazon.com/amazon-ai
mxnet.incubator.apache.org

github.com/awslabs/sockeye
aws.amazon.com/blogs/ai


