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Objectives of talk

e What is statistical artificial intelligence?

e The deep learning hammer

e Case stories

e Demystifying DeepMind’s reinforcement learning
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Are we heading towards the singularity?
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Are we heading towards the singularity?

e Elon Musk at MIT AeroAstro Symp:

o If | were to guess at what our
biggest existential threat is, it's
probably that...

o With artificial intelligence, we are
summoning the demon..

e Inofficial quotes (email to friend):

e The risk of something seriously
dangerous happening is in the five
year timeframe. 10 years at most,

¢ Unless you have direct exposure to
groups like Deepmind, you have no
idea how fast — it is growing at a
pace close to exponential.

e mashable.com/2014/11/17/elon-musk-
singularity/
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Growth in computer power
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Using the term artificial intelligence is new to me

Demis Hassabis, DeepMind CEO mission statement: “solving
(general artificial) intelligence, and then using that to solve
everything else”



Part 2:
Neural network primer



Major areas in Al

e Speech recognition
¢ Image classification
e Machine translation
¢ Question-answering
e Self-driving vehicles
¢ Dialogue systems

e General
unsupervised
learning
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Deep learning

e Feedforward neural networks
o Convolutional neural networks (CNN) - images
¢ Recurrent neural networks - sequences

Approx. 10" neurons and 10'* synapses in a human brain



Feed forward neural networks

hidden units




Part 3:

The deep learning
revolution - some cases



Achilles’ heel of traditional Al:
Perception in natural environment

... AND CHECK UHETHER
THE PHOTD 1S OF A BIRD.

T1L NEED A RESEARCH

K TEAM AND FIVE YEARS.
gt

xkecd.com/1425



ImageNet - image classification
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Convolutional neural networks

Inpuc layer (S1) 4 feature maps

(C1) 4 feature maps (S2) 6 feature maps (C2) 6 feature maps

Iy B

1 convolution layer | sub-sampling layer | layer | sub-sampling layer | fully MLP |




Feature engineering vs engineered models

ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton
University of Toronto University of Toronto University of Toronto
kriz@cs.utoronto.ca ilya@cs.utoronto.ca hinton@cs.utoronto.ca
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www.cs.toronto.edu/~fritz/absps/imagenet .pdf


www.cs.toronto.edu/~fritz/absps/imagenet.pdf

Imagenet classification challenge

ILSVRC top-5 error on ImageNet

2010 201 2012 2013 2014 Human  ArXiv 2015

AlexNet - A Krizhevsky et al. (2012) won with huge margin
(16.4% error compared to 26.2%) by deep learning.
Soon everyone started using deep learning and GPUs.



We need bigger brains
e AlexNet (2012): 16.4% error, 8 layers, 1.4 Gflop

204 2048

Max 128 Max pooling
poaling pooling



https://www.youtube.com/watch?v=npzRyTimcZo

We need bigger brains
e AlexNet (2012): 16.4% error, 8 layers, 1.4 Gflop

128

13 dense

176 Max
Max 128 Max pooling
poaling pooling

204] 2048

e ResNet (2016): 3.5% error, 152 layers, 22.6 Gflop.
Input
Dense Block 1

Dense Block 2 o] Dense Block 3
2l
= S0 ==

e (This is a so-called DenseNet and not a ResNet.)

e Source: source Jen-Hsun Huang, CEO NVIDIA, GTC Europe, 2016

Prediction

)
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https://www.youtube.com/watch?v=npzRyTimcZo

All filters are learned from training data

o First layer filters

® www.cs.toronto.edu/~fritz/absps/imagenet.pdf



www.cs.toronto.edu/~fritz/absps/imagenet.pdf

Emergent higher level abstractions

e Look at output of filter in 5th layer!



https://youtu.be/AgkfIQ4IGaM

Emergent higher level abstractions

e Look at output of filter in 5th layer!

Yosinski et. al., ICML, google: deepvis


https://youtu.be/AgkfIQ4IGaM

Speech recognition breakthrough
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According to Microsoft:

Deep learning

& Microsoft

Translator
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Plot from Yoshua Bengio



Recurrent neural networks — DeepSpeech

DeepSpeech: Scaling up end-to-end
speech recognition

Awni Hannun; Carl Case, Jared Casper, Bryan Catanzaro, Greg Diamos, Erich Elsen,
Ryan Prenger, Sanjeev Satheesh, Shubho Sengupta, Adam Coates, Andrew Y. Ng

Baidu Research — Silicon Valley Al Lab

Deep speech 2: ~human level performance + realtime server



DeepSpeech




Overview recurrent achitectures

one to one
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« Vanilla mode,
no RNN.

« E.g.image
classification

one to many
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« Sequence input

and output
(encoder-
decoder,
sequence-to-
sequence)

« E.g. translation,

question
answering

From Andrej Karpathy blog: The Unreasonable Effectiveness of Recurrent Neural Networks

many to many

|
—
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* Synced
sequence input
and output

* E.g. label each
video frame


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Encoder-decoder - machine translation

Sequence to Sequence Learning
with Neural Networks

Ilya Sutskever Oriol Vinyals Quoc V.Le
Google Google Google
ilyasu@google.com vinyals@google.com qvl@google.com

<EOS>

—> <
—» x

]

—>
= —>
X —p —>» <
< —> —>» N
—>

A B C <EOS>



We need bigger brains Il

GPU8
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Wu et. al., Google’s Neural Machine Translation System:

Bridging the Gap between Human and Machine Translation,

2016.




Part 4:

Deep data science and
(big) data



Deep learning — DTU and KU research group

¢ End-to-end!
e Structured data - sequences+

e Bioinformatics

Microsome
Mitochondria

Extracell

Plasma membrane

Centriole
Endosomal
Golgi Endoplasmic
apparatus reticulum
Synapse
Cytoplasm
Cytoskeleton
Lysosome

Peroxisome

e |Information retrieval - search in
findzebra


findzebra
greengoenergy.com
tradeshift.com

Deep learning — DTU and KU research group

¢ End-to-end!
e Structured data - sequences+
¢ Bioinformatics

Microsome

Extracell Mitochondria

Plasma membrane
Centriole

Endoplasmic
reticulum

Synapse

Cytoskeleton

Lysosome

Peroxisome

e |Information retrieval - search in

findzebra

e Green tech — Siemens
Windpower and
greengoenergy.com

e Document interpretation -
tradeshift.com

Variational un- and
semi-supervised learning


findzebra
greengoenergy.com
tradeshift.com

Document interpretation with tradeshift.com

SENDER

~t+———. TYRELL CORPORRATION

INOICE
NUMBER Stark Industries
Howard Stark, 40
Palmdale,
CA 93550, USA

DATE
Invoice number.: Inv. 123456 Eesess2

Lo invoice date: 14/02/2015
ITEM REF. ITEM DESCRIPTION QTY PRICE  TOTAL

gl RF673 | Flux capacitor (DeLorean compatible) 1 95.000-| 95000,
ITEMS ™ As245 Cell phone Samsung SPH-N270 10 345~ 3450,
P zs304 Psychomagnotheric Slime 1001. 17,00 1700~

Dr. Eldon Street, 1, Los Angeles,

CA 91020, USA

SUBTOTAL: USD 100.150.00

TAX (20% VAT) : USD 20.030,00 =t

“The payment must be done 14 days after the invoice date, while any claim must be done within 10 ays. Bunch of other
words in very small font that nobody reads. They do not follow any format and may repeat text that it was previously

included in the invoice. For our purpose, there is nothing inteesting here.

TOTAL: USD 120.170,00

—

RECEIVE

L/

TAX

—TOTAL



tradeshift.com

FindZebra search - Ellen’s case story

For 25 years, Ellen struggled to find a
diagnosis for the multitude of debilitating
symptoms that seemed to increase year
after year.

e Her symptoms included muscle cramps, intense
headaches, rapid weight gain, fatigue, edema, intolerance
to heat, excessive sweating, joint pain, tingling in her
hands and feet, frequent bone fractures, acid reflux,
intense anxiety and panic attacks, high blood pressure,
high cholesterol, high blood sugar, sleep apnea, menstrual
irregularities, peripheral vision loss and double vision.

e Source: http://www.uptodate.com/
e Any suggestions?


http://www.uptodate.com/

FindZebra search — findzebra.com

“When you hear hoofbeats behind you, don’t expect to see a zebra’

fever, anterior mediastinal mass and central necrosis

Filters

Group by: Qdisease  gene

Mediastinal tumor

Desmoplastic small round cell ...

Thymoma

Adult-onset Still's disease

Large-cell lymphoma

Follicular lymphoma

Periodic fever, familial, autoso...

Thymic carcinoma

2)

@

®)

2)

TNF receptor associated periodic...

Japanese encephalitis

Periodic fever, familial,

Mediastinal tumor

Retrieved: 28-09-2014
Source: WIKIPEDIA (Original article)

The mediastinum is the cavity that separates the lungs from the rest of the chest. It
contains the heart, esophagus, trachea, thymus, and aorta. The mediastinum has three
main parts: the anterior mediastinum (front), the middle mediastinum, and the
posterior mediastinum (back). The most common mediastinal masses are neurogenic
tumors (20% of mediastinal tumors), usually found in the posterior mediastinum,
followed by thymoma (15-20%) located in the anterior mediastinum. Masses in the
anterior portion of the mediastinum can include thymoma, lymphoma,
pheochromocytoma, germ cell tumors including teratoma, thyroid tissue, and
parathyroid lesions. Masses in this area are more likely to be malignant than those in other compartments. Masses in
the posterior portion of the mediastinum tend to be neurogenic in origin, and in adults tend to be of neural sheath
origin including neurilemomas and neurofibromas. Lung cancer typically spreads to the lymph nodes in the
mediastinum.

oy

¥

Diagnosis
In several editions of Physical Diagnosis, concerning mediastinal tumors the author writes: According to Christian1
the which are neither so rare nor so obscure as to make diagnosis practically impossible are:
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findzebra.com

Visualizing latent representation for characters
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Visualizing latent representation for words

Wer
HYRBISSiPPessure obesity
IRRmESaction diabetes leptin insensitivity
hyperglycemia insulin resistance
myocardium
triglycerides
Jpremghiole heart hypoglycemia g y
liver lipids
hepatic

illness

disease bon@Steo

disorder



Example queries

Query
- Byndromécharacterized by the following NS medullary BR¥EORN adrenomedullary;
parathyroid

- diagnosis associated with AbdominalObesity] elevated [EIVCEHES low hdl
and elevated NGNS

- ESfic W discase in womem! childbearing age

- 8 monthsold, male progressive signs of FESPIMGN| distress, pulimonary
liypertension] tortuosity of EEM arch, facial

- eponymfor acute PEFGRRGNES 2 weeks after NN FEARCHON

- diagnosis for DENNEN [N DNSSRENES Ppruritug

- WS RN associated  with igm GRGBOIES directed against G ¥i antigens

- recurrent unilateral fefro-orbital ~[NEMMMENE vith remissions and relapses

- most likely diagnosis causing generalized PFUFifus in the setting of nflammatory NI
disease

- diagnosis associated with @nion gap MENOSE DSEORN

and urinary S oxalaté

erystals

- diagnosis when BN Count > 600,000/Aul in bsence reactive NEMMBNEINSE

- fifis spectrum disorder characterized by Social impairment and repefitive NN
but normal language and Eognition development (final jeopardy)

- [E0GE associated with |NENENNN

- diagnosis for Fegular MERVERRGE associated with jntermittent SN cannon Waves

- W complication in patient§ whoreceive man(cfield G0N for HOGEKIN
disease

- most commoreause of E worldwide

- personality disorder by unstable
impulsiveness, and self-destructive

- most commoype of Supraventriculir  EYSNE

- tropical zoonosis associated with |EHIEENNES abdominal pain, EENESENSNEENN nd
this finding

- most consistent FGIOEEAPAIE finding associated with FNKyIOSG SNMNENNNN

- NSNS WNES of SOMNER deployed fo NN and EIHERISEN

- periodic WENNNE classically found in [N SWOKerS

- agent causing MMM and umbilicated papular lesions on lid margins

- EMEEIMEcharacterized by acute SN and JHil in the W and GrWS that EVoIves
into a brawny] indurated EISNlin patients whohave performed inaccustomedphysical

lexertion

- hereditary condition suggested by NIl BNENMin 2 Ehild Fding a Picyeld
- characterized by lack of Expression of €dS5 and €d59 on ENSENENENEN
- gene Mmufafion associated with ‘adenomatousINPOSE

- diagnosis associated with NENEMEE negative §il Serology] PSJUNISENE symptomsand
family history of NN

- most commoieause of EM and FYPOMYFOIISH in usa

- nameof childhood MNES caused by FEINENEE B 1P

Disease
men type 2
metabolic syndrome

Iymphangioleiomyomatosis
arterial tortuosity syndrome

dressler's syndrome
s externa

cold agglutinin disease
cluster headache

primary sclerosing cholangi

ethylene glycol poisoning

essential thrombocythemia
asperger syndrome

hepatocellular carcinoma
ventricular tachycardia
myocardial infarction

fodine deficiency
borderline personality

traumatic brain injury
cluster headache
molluscum contagiosum
cosinophilic fasciitis

hereditary angioedema

paroxysmal nocturnal hemoglobinuria

apc gene
dupuytren contracture
ankylosing spondylitis

wilson's disease

hashimoto disease
erythema infectiosum

Combined Chars2Words2Doc Solr

Rank

1
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ular nodal reentrant tachycardia 3
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Rank

1

RECECENES

20

69
408

1009

Rank
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Results

Metric

Model MRR. | Recall@10 | Recall@20
Chars2Doc CNN (Small) 0.195 0.319 0.387
Chars2Doc BLSTM (Small) 0.174 0.343 0.407
Chars2Words2Doc BLSTM (Large) 0.327 0.548 0.665
Solr 0.355 0.585 0.657
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Chars2Doc CNN (Small) 0.195 0.319 0.387
Chars2Doc BLSTM (Small) 0.174 0.343 0.407
Chars2Words2Doc BLSTM (Large) 0.327 0.548 0.665
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e SOLR and C2W2D make different errors (Recall@20)

Solr
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+ -
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0.218




Results

Metric

MRR. | Recall@10 | Recall@20
Model
Chars2Doc CNN (Small) 0.195 0.319 0.387
Chars2Doc BLSTM (Small) 0.174 0.343 0.407
Chars2Words2Doc BLSTM (Large) 0.327 0.548 0.665
Solr 0.355 0.585 0.657

e SOLR and C2W2D make different errors (Recall@20)

Chars2Words2Doc
+ -
Solr + 0.540 0.117
- 0.125 0.218

e Simple combination:
MRR=0.373, Recall@10=0.657 and Recall@20=0.738




Part 5:

Attempt to demystify
DeepMind’s reinforcement
learning



Reinforcement learning

At last — a computer program that
can beat a champion Go player Pa 44

ALL SYSTEMS 90

e An agent learning to take actions in an environment so as
to maximize some notion of cumulative reward.

e Actions taken now will affect future reward.



Deep Q learning on Atari games
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AlphaGo




AlphaGo

s = state = game position

Game breadth: b

Game depth. d

Complexity: b? for calculating v*(s)
Chess: b~ 35, d ~ 80

Go: b~ 250, d ~ 150



Rollout policy, SL and RL policy and value networks

a
Rollout policy  SL policy network RL policy network Value network
z
P, P, P, Yo ]
8
=3
2
W Policy gradient S
=
o
Y]
o

Human expert positions Self-play positions



Policy and value networks

b
Policy network Value network

Py @ls) % (8

+

l'l“

’




Step 1: supervised learning (SL) policy p,(a|s)

a = action
s = state
We have large database of expert games.

Train classifier to imitate expert moves (s, a):

o dlogps(als)

A
7 Oo

Supervised learning (SL) policy



Step 2: reinforcement learning (RL) policy p,(a|s)

The policy network p,(a|s) plays against (a younger
version of itself).

Record whether it wins/losses: z; = r(T) = +1/ -1
Train classifier to imitate expert moves (s, a):

Ap o dlog Pp(at|31)zt
dp

Better than SL policy.



Step 3: RL value function vy(s)

Remember that value function v*(s) is unknown.

We can try to learn the value function of our RL policy
network by a network: vy(s):

0log vy(s)
00

We can use this as an ingredient in a Monte Carlo tree
search

A x (z —vp(9))

to score positions s



Step 4: Monte Carlo tree search

a Selection b Expansion c Evaluation d Backup
Ho " 38
Q +u(P) /max Q +u(P) K ) e , N ) R
SO T U
Q+ulP) max Q-+ ulP) o Y . o & v
woa(pn) W (1) oE: )%k
N :

|
() ww

e SL (and not RL) policy network used for to propose moves
in tree search

e SL better for exploration!

e RL value function used for scoring positions.



An example

a Value network b Tree evaluation from value net € Tree evaluation from rollouts
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Where humans excel & RL mostly fails




Summary
e Expect fast progress in coming years!

GPU ROADMAP

Pascal 4x Mixed Precision



http://science.sciencemag.org/content/350/6266/1332.full

Summary
e Expect fast progress in coming years!

GPU ROADMAP

Pascal 4x Mixed Precision

e Deep learning will dominate data-rich natural perceptional
data settings: vision, speech, text, .. ..


http://science.sciencemag.org/content/350/6266/1332.full

Summary
e Expect fast progress in coming years!

GPU ROADMAP

Pascal 4x Mixed Precision

Deep learning will dominate data-rich natural perceptional
data settings: vision, speech, text, .. ..

But not for small n large p.

Deep learning needs lots of data whereas
natural learning is often one-shot.
Reinforcement learning is difficult!


http://science.sciencemag.org/content/350/6266/1332.full
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