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Combining Deep Learning
and Artificial Evolution
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Outline

* Artificial Evolution (AE)
« Advantages/Disadvantages of AE and DL
« Towards combining AE and DL



www.telegraph.co.uk

Evolve Artificially Intelligent Robots

Natural evolution is the
source of astronomical
complexity and
creativity



Evolve Artificially Intelligent Robots

Goals:
« Understand by building
* Engineering applications

(www.dailymail.co.uk)
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Artificial Evolution Examples

NASA Evolvable Systems Group



Neuroevolution: Evolving
Artificial Brains
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NE can be applied to supervised but also reinforcement learning tasks



Evolving Topologies

Minimal Starting Networks

AAAAAAR

22 ﬁ gﬁ{ ﬂ gi “ﬁ T S E.g. Neuroevolution
of Augmenting

Generations pass... TOpO|OgieS (NEAT’
Stanley 2002)
Population of Diverse Topologies ° NGtWOFkS and

» , I S behavior get more
58 /\3 ,/ @ complex
£ £ x5 %



Car Racing

Outputs (effectors/controls)
Forward Left Right

Front Left Right Back

Inputs (Sensors)




Marl/O - Machine Learning for Video Games, Seth Bling



Artificial Evolution of Bodies and Brains

(full speed)

Sims 1994

Lessin and Risi, ECAL 2015



Petalz Social Facebook Game
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New Game Mechanic Based on

Artificial Evolution
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Motivation

Evolutionary Deep Neural

Algorithm Net




Deep Neural Networks

HOW NEURALNETWORKS RECOGNIZEA DOG IN A PHOTO

TRAINING
During the
training phase, a
neural network is
fed thousands of
labeled images of
various animals,
learning to
classify them.

INPUT

An unlabeled
image is shown
to the pretrained
network.

FIRST LAYER
The neurons
respond to
different simple
shapes, like edges.

HIGHER LAYER
Neurons respond
to more complex
structures.

TOP LAYER
Neurons respond
to highly complex,
abstract concepts
that we would
identify as differ-
ent animals.

OUTPUT

The network
predicts what the
object most likely
is, based on its

10% WOLF 90% DOG training.

http://fortune.com/ai-artificial-intelligence-deep-machine-learning/
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Motivation

Evolutionary Deep Neural
Algorithm Net
Slower Faster
Less Constrained More Constrained

Divergent Search Single-minded Search



Creative Generation of 3D Objects
through Deep Learning and Evolution

Feedback through

Pretrained
Deep Neural Net
(teacher)

classification scores

4>

«

EA “sculptor”
(student)

New 3D objects for

evaluation

Lehman, Risi, Clune, ICCC 2016



What is actually going on?

Millions of labeled
images

DNN internalizes
knowledge
through learning to
classify
images

EA tries to create 3D
objects
indistinguishable to
DNN from real
images




Background: Endless Forms
Genetic Encoding

marching cubes
I

(Clune and Lipson 2011)



MAP-ELITES

Archive of elite CP
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General Video Game Playing

Niels Justesen




Jumpstarting Artificial Evolution

Supervised learning

Perception

Action

Neuroevolution

Fully connected

Convolutional layers
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Deep Learning-based Evolving Neural Networks
Vision Module

Mark Thorhauge, Andreas Precht Poulsen, Mikkel Hvilshgj Funch



Evolving Neural Architectures

H - Christian Szegedy et. al. CVPR 2015.

« E.g. Neuroevolution of
Augmenting Topologies
(NEAT; Stanley 2002)

« Networks and behavior

* Generations pass...
get more complex
« Evolving Deep Neural

Population of Diverse Topologies
4 Network Topologies
@ % ﬁ%%& @ might now be possible



Evolution as Interface Between
Sub-symbolic and Symbolic Al

Supervised learning

Perception Action

Neuroevolution

Fully connected

Convolutional layers

Symbolic Al (planning, etc.)

Syvmbolic Apple
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http://web.media.mit.edu/~minsky




General Video Game Al Competition: Learning Track 2017

http://www.gvgai.net/



Evolutionary Deep Neural

Algorithm

« Away from pure optimization tasks

 Towards more creative Al
(interesting instead of perfect
solutions)

« Could facilitate collaborations
between humans and machines




Thank you for your attention! Questions?

Additional Information
e My homepage: www.sebastianrisi.com

e Email: sebr@itu.dk
e Twitter: @risi1l979
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Backup Slides



Results - Mutational Neighborhood

Pedestal Mutant 1

Perfume Mutant 1 Mutant 2 Mutant 3



Minecraft meets Artificial Evolution

https://www.youtube.com/watch?v=6LHYHwWQGdus



