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Problem	  formulaDon	  
§  Given	  

§  A	  biochemical	  applica:on	  (and	  a	  fault	  model) 
§  Characterized	  component	  model	  library	  	  

(including	  fault-‐tolerant	  components) 

§  Synthesize	  
§  A	  biochip	  architecture	  
§  Deciding	  on:	  

§  Component	  allocaDon	  
§  Schema:c	  design	  and	  (and	  a	  fault-‐tolerant)	  netlist	  genera:on	  
§  Physical	  synthesis	  

§  Placement	  of	  components	  	  
§  RouDng	  of	  microfluidic	  channels	  

§  Such	  that	  	  
§  the	  applica:on	  comple:on	  :me	  is	  minimized	  
§  Sa:sfying	  the	  fault-‐tolerance,	  dependency	  and	  resource	  constraints	  
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Fault-‐tolerant	  components	  

Component library—Mixer
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Figure a shows a pneumatic mixer, which is implemented by nine microfluidic
valves, v1 to v9. Figure b shows the conceptual view of the same mixer. The valve
set {v4, v5, v6} works as on-chip pump which is used to perform the mixing. The
valve set {v1, v2, v3} is termed as switch S1 and facilitates the inputs. The valve
set {v7, v8, v9} is termed as switch S2 and facilitates the outputs. The mixer has
five operational phases. The first two phases represent the input of two fluid
samples that need to be mixed, which is followed by the mixing phase. The mixed
sample is then transported out of the mixer in the last two phases. The mixer can
fail in various ways. Each valve in the mixer can be stuck closed or stuck open.
The two channels inside the mixer can also fail. Both channels can su↵er from a
block defect or a leakage. For example any valves in the valveset {v4, v5, v6} that
acts as the pump can su↵er from the being stuck open or closed and the mixer will
therefore not be able to perform its mixing operation.

Figure c shows a fault-tolerant version of the pneumatic mixer called
fault-tolerant mixer or ft-mixer for short. Figure d shows the conceptual view of
the same ft-mixer. The ft-mixer has the same operational phases as the regular
mixer and performs them in the same way. The di↵erence is the added valve v13.
The purpose is this valve is to tolerate the fault of any valve in the pump being
stuck open. In case any of these faults occurs the pump will still be functional and
the mixing can still be performed. However in case of any other fault the ft-mixer
will not be able to perform the mixing operation.

It is possible to route through the mixers even with faults a↵ecting it. For
example if the mixer su↵ers from a blocked or leaking channel the mixing
operation can not be performed but it can use the other non-faulty channel to
route through the mixer. It is possible to have a pump consisting of four valves.
The amount of space between the valves is meaningless and the pump can still
function and perform the mixing. The symmetrical design of the mixer allows
input from both sides and it can output to both sides.
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AllocaDon	  and	  schemaDc	  design	  
§  How	  many	  components,	  and	  how	  to	  interconnect	  them?	  

§  Input/	  output	  ports	  
§  Storage	  units	  
§  Fluidic	  constraints	  
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Design	  for	  fault-‐tolerance:	  moDvaDon	  example	  Motivational Example—Setup

The figure on the left depicts the architecture and the figure on the
right depicts the application model that needs to run on the
architecture. The application has a deadline of 50 seconds. The
architecture’s connections and component take an average time of 0.5
seconds to route through.
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• The purpose of the application’s deadline is to check schedulability of the application
on the architecture.

• The average time to route through a connection / component is a simplification in
order to easier determine a schedule for a given architecture. Furthermore the
placement of components on the biochip is not known as only the netlist is given.

• The motivational example will show that the straightforward solution, although easy
to implement, has the disadvantage of being costly compared to the optimized
solution.

Architecture	  without	  fault-‐tolerance Applica:on 
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Fault	  model	  
§ The	  designer	  gives	  the	  fault-‐model	  as	  an	  input:	  
a	  set	  of	  possible	  faults;	  any	  combina:on	  may	  happen	  

Motivational Example—Specific fault model

The fault model is specific and considers all of the faults listed below.
In total four valve faults and four channel faults.
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Table: The set of valve faults VF
Name Vertex (N 2 N ) Valve a↵ected (w) Type (t)
V F1 Mixer1 v5 Open
V F2 S6 v3 Open
V F3 S5 v2 Open
V F4 S3 v3 Open

Table: The set of channel faults CF
Name Component (M 2 N , /2 S) / Connection Di,j 2 D Type (t)
CF1 Heater1 Block
CF2 Filter1 Block
CF3 S2 ! Storage-8 Block
CF4 S1 ! Mixer1 Block
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Motivational Example—Specific fault model

The fault model is specific and considers all of the faults listed below.
In total four valve faults and four channel faults.
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Table: The set of valve faults VF
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V F1 Mixer1 v5 Open
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V F3 S5 v2 Open
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Table: The set of channel faults CF
Name Component (M 2 N , /2 S) / Connection Di,j 2 D Type (t)
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StraighIorward	  vs.	  opDmized	  redundancy	  

§ StraighTorward	  solu:on:	  
redundancy	  not	  op:mized;	  
architecture	  cost:	  129	  

	  
§ Op:mized	  solu:on	  
the	  introduc:on	  of	  
redundancy	  is	  op:mized;	  
architecture	  cost:	  96	  
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Strategy	  and	  evaluaDon	  
§ Metaheuris:c	  op:miza:on:	  	  
Greedily	  Randomized	  Adap:ve	  Search	  Procedure	  (GRASP)	  
§  Searches	  the	  solu:ons	  space	  to	  minimize	  the	  objec:ve	  func:on	  
§  Fault	  scenario	  genera:on:	  
	  subset	  of	  all	  the	  possible	  scenarios,	  because	  their	  number	  is	  huge	  
§  Each	  itera:on	  visits	  a	  possible	  solu:on	  

§  Applies	  a	  fault	  scenario:	  injects	  the	  faults	  in	  the	  scenario	  
§  Determines	  connec:vity:	  can	  I	  s:ll	  move	  fluids	  around?	  
§  Finish	  :me	  of	  the	  applica:on:	  will	  the	  applica:on	  finish	  correctly?	  

§ Evalua:on:	  can	  we	  obtain	  a	  good	  yield?	  


