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Motivation

o federated to integrated architectures.

e multi-core ECUs.

e increase complexity of software functionalities.

e safety according to ISO 26262t

e schedulability of tasks running of different cores.
e bus bandwidth constraints.

Figure: ECUs interconnected inside a vehicle 2

Yhttp://wuw.iso.org/iso/catalogue_detail?csnumber=43464
2http ://www . embedded. com/print/4011425
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Mapping of functionalities

Application model

Architecture model
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Figure: Mapping
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Hardware
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AUTOSAR

AUTOSAR
Software

ECU-Hardware

Figure: AUTOSAR layers, [AUT14]
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Communication

e sender-receiver mode with last is best semantics.

Software
Components

Sender-
receiver ports

Autosar

Figure: Runnable
communication over AUTOSAR
RTE

7 DTU Compute
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Figure: Runnables with implicit
sender/receiver mapped into
same Os-task

Figure: Runnables with explicit
sender/receiver mapped into
same Os-task
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Scheduling

AUTOSAR Multicore scheduling

—

0OS-tasks are scheduled independently on each core.

)
o |
=

M

9 DTU Compute

" Ri.WCET
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Ucore =
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Usore < 0.69, [LL73]
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Spatial partitioning

e Spatial protection at the Os-application level.

Partition 0 (No ASIL) Partition 1 (ASIL A)| Partition 4 (ASIL D)
Application Actuator Sensor Application
Software Software Software O Software
Ci Comp C Component
AUTOSAR AUTOSAR AUTOSAR AUTOSAR
Interface Interface Interface Interface
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Figure: Memory partitioning example in AUTOSAR, source:[BFWS10]
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Temporal partitioning
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e Protection against timing faults at the Os-Task level.
e Execution time budget.
e Resource lock time budget.
e Inter-arrival time budget (Time Frame).

Terminate
/" OsTaskExecutionBudget resef

ay set
0 the WAITING state

OsTaskExecutionBudget reset

=
RUNNING L

Release
OsTaskTimeFrame started

f 2 task aready in the READY
2 now OsTaskTimeFrame.

Activate
OsTaskTimeFrame started

Figure: AUTOSAR OS timing monitoring, source:[AUT14]
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End-to-end protection

@ ECU1 ECU 2
Sender - Receiver
Application Application

Communication Bus

Figure: End-to-end protection example in AUTOSAR EB tresos
product, source: [Matl14]
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Example
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e AUTOSAR application composed of a set of software components.
e Each software component contains a number of runnables

13

(functions).

DTU Compute

Cruise control system application ‘

Data handling component Cruise handling component
Input Input Speed
] n 1™ setpoint
- Basic
Application condition function
Diagnostic Limp home Controller

Figure: Control cruise application
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WCET of the runnable

b WCET’r‘unnable = WCETcomputational + WCETcommunication
® WCETcommunication overhead :

- o = if runnables are mapped into the same OS-Task.

- By = if runnables have the same ASIL levels and are mapped
into different OS-Tasks.

- B, = if runnables have different ASIL levels and are mapped
into different OS-Tasks.

- ~ = if the runnables are mapped into OS-Tasks on different
cores on the same ECU.

- 0 = if the runnables are mapped into OS-Tasks on different
ECUs.

o0 >vy>p1 > P>«

=
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Input

e Given

15

- Architecture model
e Each ECU is running on AUTOSAR framework.

(=W ccu = - intey core bus

[Network interface | [

Notwork bus

Figure: Architecture model example
- Application model

Cruise control system application

Figure: Application model example
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Ouptut

S

e Determine

- A mapping of software components to ECUs.
- A mapping of runnables to OS-tasks.

- A mapping of OS-tasks to cores.

- A mapping of OS-tasks to OS-applications.
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Objectives
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e Such that

17

- Minimize the overall communication bandwidths.

- Minimize the variance of the core utilizations on the system.

- Functions with different safety integrity levels are spatial and
temporal isolated.

- All the constraints regarding schedulability or provided by the
software/system developer are met.
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Example

Cruise control system application ‘
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Figure: Mapping solution to ECUs
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Cost function =
=
cost function = Wi x (o)
+ Wa x Z comm
comme{U{ ECU.comm}U{U{ ECU.{Core.comm}}}
+ penalty factor x Z max (0, Ucore — Ucore maz)

core€{U{ECU.{core}}}

+ penalty factor x Z
comme{U{ECU.comm}U{U{ECU.{Core.comm}}}

2
N — 1 X Z (Ucore - /J/)
corec{U{ECU {core}}}

1
p=—=X E Ucore
N
coree{U{ECU.{core}}}
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Simulated annealing

e Heuristic search method for combinatorial problems.
¢ Finds a solution closed to the optimal one.

e Occasionally allows jumps from a current solution to an inferior one
to avoid getting stuck in a local minimum.

Cost function value

Iteration number

Figure: Cost function values
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Algorithm

Input:

application model, architecture model, system mapping constraints

current temperature,minimum temperature,max steps per temperature

Output:

A mapping of software components to ECUs. A mapping of runnables to OS task;

A mapping of OS tasks to cores. A mapping of OS tasks to OS applications. @

foreach software component in the application model do
randomly assigned it to an ECU
foreach runnable in the sofware component do

| randomly assigned it to an Core on the ECU
end
end
Compute current cost;

while current temperature > minimum temperature do

for step := 1..max steps per temperature do
Randomly choose a transformation strategy;
Generate new solution by applying the transformation to the current solution;
Compute new cost;
if new cost < curent cost then
‘ current solution = new solution
else
Choose a random number r € [0, 1);
if e(old cost—new cost)/current temperature 5 . then

\ current solution = new solution;

else
end
end
end
current temperature = current temperature * cooling factor
end
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Transform strategies
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ECU2

_

NefworK inferface

Network bus

|
| Neworkbus Figure: Move runnables

. between cores

Figure: Move software componen
transformation

)
Corel
[z

Network interface Network inferface
Network bus

Figure: Move runnables into same
Os-Task
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Volvo use case

e 50 software components with 75 runnables in total.

Figure: Volvo mapping result
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Conclusions

M

e Method and a tool has been proposed for the problem of mapping
AUTOSAR functionalities (runnables) with different ASIL levels on a
distributed network of multi-core ECUs.

e Simulated annealing has been chosen together with a cost function
for the mapping of functionalities.

e Three use cases, each composed of an application and architecture
model were implemented and tested.

¢ The tool has been also tested by Volvo Advanced Technology &
Research in Gétheborg.
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Future work

M

e Implementing new rules such that the tool provides a mapping
solution were all the end-to-end timing constraints are met will be
an important addition to the current implementation.

e The authors in [LLPT09] have proposed new rules for mapping
runnables to Os-tasks in AUTOSAR such that to minimize the
intra-ECU communication. The tool can be improved by adding
them and check if we can obtain better mapping solutions given
the constraints.
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