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Oliver Nielsen∗, Lucas Koefoed Schnügger∗, Charalampos Orfanidis, Xenofon Fafoutis

DTU Compute, Technical University of Denmark (DTU), Denmark
{s164917, s164924, chaorf, xefa}@dtu.dk

Abstract—TSCH is a MAC protocol able to provide reliable
wireless communication to IoT networks. For applications where
mobility is necessary research has shown that TSCH presents a
suboptimal performance. One of the main issues is that the time
required for a device to join a TSCH network is unpredictable
and theoretically has no upper limit. The joining process to a
TSCH network can take several minutes in some cases which
can ensue significant delay and power overheads. In this paper
we examine how TSCH can be adapted to support mobile
applications, by improving the joining and re-joining procedure.
Relevant information about the network topology is aggregated
throughout the network to be utilized during the joining process.
The results show that the joining time can be reduced by 50%
and the re-joining time by 90%.

Index Terms—Internet of Things, TSCH, Reliability, Depend-
able IoT

I. INTRODUCTION

Time-Slotted Channel Hopping (TSCH) is a Media Access
Control (MAC) protocol which is able to provide reliable
wireless communication between low-power devices [1]. The
main feature of TSCH is the utilization of a channel hopping
function to mitigate the impact of noise, interference and mul-
tipath fading which are some of the most well-known reasons
for deteriorating network performance in IoT networks [2].
To ensure reliability, TSCH offers a synchronization scheme
among all nodes which have joined the TSCH network upon
which a schedule is constructed. The schedule dictates if a
node should be receiving or transmitting a packet on a specific
channel or just sleep to conserve energy. TSCH is designed
in a modular manner and it is commonly customized based
on the application scenario since there might be different
network topologies, traffic rates or routing requirements. At the
moment there are few approaches which incorporated TSCH
in scenarios including mobile communication. Unless there is
a good network coverage, which is achieved with an adequate
number of nodes, TSCH performance is far from reliable when
mobile communication is required [3], [4].

Taking a closer look at the TSCH protocol it is clear that the
process of joining a network is very inefficient. A joining node
will listen for Enhanced Beacons (EBs), which is a required
packet a new node must receive in order to join a TSCH
network, according to the IEEE 802.15.4e standard [5]. During
the joining process the joining node will constantly be scanning
for EBs on random channels. Depending on the network size
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and the timing of the EB broadcasts, it may take several minutes
for the joining node to capture an EB. Furthermore, the joining
node should listen for multiple EBs in order to select the best
parent, interrupted only by a timeout after which the node will
associate to the best known parent. This means that the energy-
consuming radio is constantly active during the entire joining
process, and that more suitable parent-nodes may be overheard.
Thus, this incurs significant overhead in terms of time delay and
consumed energy for new nodes joining a TSCH network.

In this paper we propose a mechanism to improve the
association of mobile nodes to TSCH networks by decreas-
ing the joining time. The mechanism is based on a scheme
which uses the existing infrastructure to aggregate relevant
information about the network to predict the time and channel
of future EB broadcasts. At the same time we are concerned
about the overhead this mechanism may introduce in terms
of interference, energy consumption and time delay. To this
end, we investigated through several scenarios how mobile but
also static nodes can be benefited from such a mechanism.
Improving the joining process will benefit both static and
mobile nodes but it is especially significant for the latter since
they are more likely to disassociate and re-associate to the
network during operation. To evaluate the proposed mechanism
we used Contiki-NG and the Cooja simulator [6], which is a
cross layer network simulator including different levels from
physical to application layer. As a benchmark we used the
default version of TSCH as it is described by IETF in [7].

II. RELATED WORK

Al-Nidawi et al. [8], evaluated TSCH protocol under mobility
scenarios and found that the the scanning process is increased
by the long channel offset and the mobile nodes cannot discover
coordinators. Furthermore they recognise that the function of
association and disassociation is not flexible and affects the
performance of the network. In a follow up paper [9], the same
authors propose to encapsulate EB packets into ACK packets
and transmit them to a fixed channel. With this approach they
manage to decrease the Radio Duty Cycle (RDC) by 30% on
average and increase the connectivity by 25%. A combination
of static and mobile nodes topology is considered to illustrate
that TSCH can achieve adequate connectivity with the premise
that there are adequate amount of nodes, either stationary
or mobile, to enable a proper coverage in [3]. However, the
increased amount of packets, used to ensure the synchronization
have an impact on the energy consumption and the time delay.



Several TSCH schedules were evaluated on different mobility
patterns and demonstrated that the performance is not reliable
due to coverage issues, or the schedule cannot handle the
mobility and most of the times is outdated in [4]. In [10] it
is introduced a framework called active connectivity, which
is able to regulate physical characteristics, like the speed,
of autonomous vehicles to maintain connectivity in TSCH
networks. This has an impact on other aspects of the application
such as the time to cover a certain distance and in turn the
overall cost which is investigated properly.

A thorough survey on mobility models and how they affect
the RPL protocol is presented in [11]. The authors provide a
taxonomy and a classification of the mobility models and a
comparison based on their main specification. They evaluate
RPL using numerous mobility models to quantify the power
consumption, reliability, latency and control overhead. Barceló
et al. introduce an extension of the 6TiSCH routing in [12]
focusing on scenarios where static and mobile nodes co-exist.
In static nodes the routing is handled by the regular 6TiSCH
but in mobile nodes it is utilized the end-to-end reliability
and a blacklisting function based on the position of the node.
They mention that the reliability between the static and mobile
nodes is increased even in the presence of high positioning
errors in comparison with previous routing approaches. In [13]
the authors try to improve RPL’s mobile performance using a
Software Defined Network (SDN) technique where a central
controller has a holistic view of the network, can predict
the handovers, and update the routing tables. The proposed
approach can achieve higher reliability compared with the
baseline RPL but also with the current state of the art.

III. DESIGN AND IMPLEMENTATION

The main idea of the proposed mechanism is EB prediction,
meaning that if a joining node can predict which channel and
timeslot the next EB will be broadcast on, then it can make
sure to be listening on that channel and only during the correct
timeslot. To be able to make this prediction the node must know
the Absolute Slot Number (ASN), the channel offset of the
link, the channel hopping sequence, and of course the schedule
of the TSCH network. This means that EB prediction is only
possible after the joining node has received the necessary
information about the network, all of which can be included in
an EB. Nonetheless, after receiving an EB this solution would
improve the performance for the remainder of the joining-
process significantly. Additionally, it would be applicable in
re-joining scenarios, in which a node disassociates from the
network and must re-join, by retaining network information for
some time after disassociating. Thereby new nodes can reduce
their initial join time, however, mobile nodes will further benefit
from these properties as they are more likely to disassociate and
re-associate from/to the network during operation.

Moreover, the solution would decrease the energy consump-
tion of the initial scanning process as it will be shortened
significantly resulting in reduced radio-on-time. Furthermore,

after receiving the first EB it will be possible to predict the
time and channel of the next EB and thus an amount of energy
can be conserved by deactivating the radio during the time-
period until the next EB is broadcast.

A. Topology Data

In order to aggregate the network topology data, the EBs
were extended to include topology data as MLME Vendor
Specific Nested Information Elements [14]. This type of Infor-
mation Element (IE) was used since it allows for any vendor
specific information to be serialized and added as an IE to the
EB. The benefit of using the EBs to transmit the topology data
is that EBs are already integrated in all implementations of
TSCH, thus there is no implementation and design overhead.
Furthermore, it is not required to allocate additional timeslots
for aggregation of the data, since timeslots are already allocated
for EBs. For this proposed mechanism it is necessary for all
network nodes to keep a local topology data set. Just before
broadcasting an EB, a node will always update its own entry
in the topology data to keep the information updated. The
information contains the node ID, its parent ID, if the node
has left the network, the channel offset and the current ASN.
Thus, after transmitting this information a receiving node will
use the ASN to determine if the received data is up to date,
allowing it to disregard or replace outdated information in its
own local data set. A node is considered to have left the TSCH
network if it has not communicated with its parent for 8000
ASNs. Therefore, if a node has moved out of the network, its
parent will mark it as left network roughly by the time it would
have disassociated from the network. It is important to track
which nodes are still an active part of the network in order to
ensure that joining nodes do not attempt to listen for EBs from
inactive nodes. The purpose of this mechanism is to monitor the
topology data of each node at any given time, as well as how
new information in the topology data propagates throughout
the network when a new node joins. Using this mechanism a
joining node may join into the TSCH network faster but also
discover more possible parents in a shorter time-span.

B. ASN Tracking

In order to accurately predict when an EB may be broadcast,
it is necessary to know the current ASN of the network. Since
relying on the network is inefficient, due to the communication
overhead that will be generated, the joining node must be able
to track the ASN locally to a certain precision determined by
the guard times of the timeslots. The time interval between the
time when a node starts listening and the time of the estimated
arrival of a packet is called guard time and its purpose is
to reduce the likelihood of missing a packet due to timing
errors caused by clock drift. When the ASN of the network
is yet unknown, the node will randomly select new channels
for scanning at a fixed interval of 100 ms. Once an EB is
received a timestamp is created which is used to monitor the
ASN, utilizing a real time clock function. During timestamping
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Fig. 1: The average number of parents considered before a
joining node associates to an existing network of 3, 4 and 5
nodes given various configurations of the scanning timeout.

of the received EB packet, a time offset, caused by parsing it
and its transmission delay, is estimated to ensure accuracy. The
aforementioned mechanism enables nodes to track the ASN of a
TSCH network locally, while still scanning for additional EBs.
In order to reduce power consumption, the scanning mechanism
is able to turn off the radio if the schedule and ASN of the
network is known and no EB broadcast slot is scheduled in
the current timeslot. Furthermore, tracking the ASN locally is
continued upon disassociation in order to assist nodes in re-
joining the network faster. This will allow recently disassociated
nodes to scan more efficiently for EBs from the established
network and thus be able to re-join the network faster.

IV. EVALUATION

This section presents and discusses the results obtained by
comparing the proposed custom version of the TSCH asso-
ciation mechanism with standard, hereafter named as classic.
Furthermore, it describes the methods and approaches used to
test the implementation. In order to compare the two mecha-
nisms we used Contiki-NG and the Cooja simulator [6] and we
defined several scenarios to observe and quantify the scanning
and joining processes of a new node introduced in an existing
TSCH network, or a mobile node disassociating from a TSCH
network in order to re-associate to it again later. During the
evaluation the Minimal Scheduling Function [15] was used for
every scenario and the duration of each simulation was 10
minutes. We used the Zolertia Z1 [16] mote as a platform in
Cooja. Every test case menioned in this Section was simulated
15 times with different random seeds to avoid statistical bias,
resulting in 1530 individual simulations in total.

One of the parameters that can be regulated during the
TSCH joining process is the maximum amount of time a node
should scan for potential parents after having discovered the
first parent, in other words the scan timeout. A larger timeout
is likely to result in more discovered parents and better parent
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Fig. 2: The time required for a joining node to associate to an
existing network given various amounts of reachable nodes.
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Fig. 3: The average re-join time for both the Custom and Classic
versions in various network densities.

selection based on the rank, but also it will result in larger
energy and delay overhead. Note that IETF recommends to
use 180 s as a scan timeout when using the minimal mode
of operation. Also the maximum amount of nodes to search
was left unlimited since one of the goals was to discover the
maximum amount of available parents. The channel sequence
was 4 channels and the rest of the configuration was the default
Contiki-NG implementation. The scenario was set up such that
a node would join an existing network of 3, 4, and 5 nodes.
In Fig. 1 for all three graphs it is clear that the performance
is increased when the timeout is increased and that more
parents are considered when increasing the timeout up to 16 s.
Afterwards the performance stabilizes since the maximum delay
between EB broadcasts is 16 s. Comparing the classic with the
custom mechanism we see that there is a performance increase
in every case when the custom mechanism is used, with an
average improvement of 40%.

Next we quantify the time it takes a single node to associate
to an existing network for a set of topologies with different
amount of nodes. The scenario is therefore set up such that



the joining node is out of range of all other nodes, while the
network forms. Once all other network nodes have associated
to the network, the joining node is moved within range of all
nodes in the network – for this reason the test is performed on
networks consisting of various amount of nodes. Then, from
this moment the time required for the joining node to associate
to the network is measured. For the scan timeout we used 16 s
for the custom version, which was obtained from the results
in Fig. 1, and 180 s for the classic as it is recommended by
IETF. After having received the first EB, a node may scan
additionally for at most the amount of seconds defined by the
scan timeout or until it has received EBs from a set maximum
amount of distinct neighbors. The value for the amount of
distinct neighbors is 2 for both TSCH versions and is also
recommended by IETF. The join time is illustrated with a
box plot in Fig. 2 and shows that the custom version requires
approximately half the time of the classic version to associate
to the network. While the absolute improvement decreases as
more parents are available, the relative improvement remains
fairly constant at approximately 50%.

To evaluate the case when a node disassociates and re-
associates due to mobility, or any other reason, we defined the
following scenario. A node starts within a TSCH network and
once the network is completely formed, the node is moved out
of range for 2.5 minutes after which it will have disassociated.
According to TSCH a node will disassociate if it is unable to
to re-synchronize its time source for 8000 ASNs (2 minutes on
the Zolertia Z1 platform). The node is then moved back within
range of the rest of the nodes of the network and the node starts
the association process again, this time utilizing the network
information which the re-joining node already possesses from
prior network association. The configuration parameters are
also the same in this scenario, the size of the channel hopping
sequence is 16, the value for the maximum amount of distinct
neighbors to scan for is 2 and the scan timeout is 16 s. Fig. 3
presents the results and it is evident that the custom version
performs significantly better than the classic one since it takes
advantage of the knowledge about when and where the the next
EB will be transmitted and does not follow a random approach
like the classic version. More specifically the time to re-join for
the custom version is 92% to 98.5% less than the classic one,
depending on the amount of available parents in the network.

V. CONCLUSION

The focus of this paper was to improve the association mech-
anism of TSCH as it may result in increased delay and wasted
energy. Especially for application scenarios that include mobile
nodes the joining procedure can be a major issue towards the
network performance. To this end, additional network data is
continuously collected and propagated throughout the existing
network, encapsulated into the EBs. By using the existing
slotframe scheduling infrastructure we alleviate the requirement
of extensive changes but introduce a slight overhead in longer
transmissions caused by additional network data. The network

data is used to predict the timeslot and channel of the next
EB. Another feature added is the ability to retain network
information upon disassociation from a network in order to
further improve a re-joining process. The evaluation show
significant results for both the initial joining process and the
re-joining process. The initial joining process reduces the join
time by approximately 50% or more compared to a classic
TSCH implementation, depending on the network topology and
configuration. The re-joining process shows even better results,
with a re-join time reduction of 90% or more.
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